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#### Abstract

It is shown that bandlimited $L^{n}$-functions can be reconstructed by sampling series of Lagrange lype with knots $\left\{t_{n}\right\}_{n \in Z}$ whenever $\left|t_{n}-n\right| \leqslant L<\min \left\{1 / 2 p, \frac{1}{4}\right\}$. © 1993 Academic Press. Inc


## 1. Introduction

Let $B_{\beta}^{p}$ denote the space of all $L^{p}(\mathbf{R})$-functions that are bandlimited to $[-\beta, \beta]$ (see Section 2). The classical Whittaker-Shannon-Kotel'nikov sampling theorem [ $16,17,12,5]$ states that

$$
\begin{equation*}
f(z)=\sum_{n=\infty}^{\infty} f(n) \frac{\sin \pi(z-n)}{\pi(z-n)} \quad(z \in \mathbf{C}), \tag{1.1}
\end{equation*}
$$

i.e., the function $f$ can be reconstructed from its values at the integers, provided that $f \in B_{\beta}^{p}$ for $1 \leqslant p<\infty, \beta \leqslant \pi$ or $p=\infty, \beta<\pi$. Setting $t_{n}:=n$, $G(z):=\pi^{-1} \sin \pi z$, formula (1.1) can we rewritten as

$$
\begin{equation*}
f(z)=\sum_{n=-\infty}^{\infty} f\left(t_{n}\right) \frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)} \quad(z \in \mathbf{C}) . \tag{1.2}
\end{equation*}
$$

The function $G$ can be interpreted as a canonical product with respect to the integers (cf. Section 3), i.e.,

$$
\begin{equation*}
G(z)=z \prod_{k=1}^{\infty}\left(1-\frac{z}{t_{n}}\right)\left(1-\frac{z}{t_{--n}}\right) . \tag{1.3}
\end{equation*}
$$

Hence in view of (1.2), (1.3) it is justified to call the sampling series (1.1) a Lagrange interpolation formula with infinitely many knots (cf. [10]).

The classical sampling theorem is often referred to as the uniform sampling theorem because the underlying sequence of knots (the sequence
of integers) is equidistantly spaced. Nonuniform, or irregular, sampling theory investigates which not necessarily equidistantly spaced sequences of sampling knots admit the reconstruction of bandlimited functions; in particular, it is asked under which assumptions on $f$ and $\left\{t_{n}\right\}_{n \in \mathbf{Z}}$ do the formulas (1.2), (1.3) remain valid.

The most common condition used for describing nonuniform sampling sequences is

$$
\begin{equation*}
\left|t_{n}-n\right| \leqslant L \quad(n \in \mathbf{Z}) \text { for some } L \geqslant 0 \tag{1.4}
\end{equation*}
$$

In two papers, Higgins developed criteria that guarantee the validity of (1.2), (1.3). In [6] he uses Hilbert space techniques to prove that (1.2), (1.3) hold, if $p=2, L<\frac{1}{4}$, and in [7] he could show by function theoretic means that one may choose $L<1 / 4 p$, provided $1<p \leqslant 2$.

In the present paper Higgins' results are extended to all spaces $B_{\pi}^{n}$, $1 \leqslant p<\infty$, and a better bound for $L$ is established as well. Indeed, (1.2) holds whenever.

$$
L< \begin{cases}\frac{1}{4}, & 1 \leqslant p \leqslant 2 \\ 1 / 2 p, & 2 \leqslant p<\infty\end{cases}
$$

This assertion is established in Section 4. The proof is based on an inequality due to Korevaar and a sharpened version of some estimates of Levinson (see Section 3). Section 5 deals with the absolute convergence of the irregular sampling series; an inequality that compares the $l^{p}$-norm of $\left\{f\left(t_{n}\right)\right\}_{n \in \mathbb{Z}}$ with the $L^{p}$-norm of $f$, given by Nikol'skiil for uniform sequences $\left\{t_{n}\right\}_{n \in Z}$, is generalized to the nonuniform case. In Section 6 the new results are applied to two modifications of the usual sampling process, namely derivative sampling and oversampling.

Condition (1.4) is not the only condition that can be used to describe irregular sampling sequences. Two other types of nonuniform sequences also lead to interesting sampling series; first, sequences of type $t_{n}=n+D$, $t_{-n}=-t_{n}, n \in \mathbf{N}, t_{0}=0$ and, secondly, sequences that can be constructed by merging several (equidistant) sequences ("periodic sampling"). These types are investigated in $[9,3]$, respectively. A unified approach to all these types of nonuniform sampling can be found in [8] (my doctoral thesis). The most general result of [8] is cited at the end of Section 6.

## 2. Preliminaries

Let $\mathbf{N}, \mathbf{Z}, \mathbf{R}, \mathbf{C}$ denote the sets of natural, integer, real, and complex numbers, respectively. For $x \in \mathbf{R}$, the floor function $\lfloor x\rfloor$ is defined to be the largest integer $\leqslant x$.

Let $E \subset \mathbf{C}$ and let $f_{1}, f_{2}$ be real-valued, nonnegative functions on $E$. Then $f_{1}$ is equivalent to $f_{2}$ on $E\left(f_{1} \sim f_{2}\right.$ on $\left.E\right)$ if and only if there exist $C_{1}, C_{2}$ such that $0<C_{1} \leqslant C_{2}$ and $C_{1} f_{1}(z) \leqslant f_{2}(z) \leqslant C_{2} f_{1}(z)$ for $z \in E$. Sometimes, the well known, $o, \mathcal{O}$-notation will be used as well.

For $1 \leqslant p<\infty, L^{p}=L^{p}(\mathbf{R})$ denotes the space of all Lebesgue measurable functions $f$ on $\mathbf{R}$ with $\|f\|_{p}:=\left(\int_{-\infty}^{\infty}|f(x)|^{p} d x\right)^{1 / p}<\infty$, and $l^{p}$ is the space of all sequences $\{t\}_{\}}=\left\{t_{n}\right\}_{n \in \mathbf{Z}}$ of finite norm $\|\{t\}\|_{p}:=\left(\sum_{n \in \mathbf{Z}}\left|t_{n}\right|^{p}\right)^{1 / p}$. As usual, $L^{\infty}(\mathbf{R})$ consists of all functions which are essentially bounded on $\mathbf{R}$.

The spaces $B_{\beta}^{p}, 1 \leqslant p \leqslant \infty, \beta \geqslant 0$ are made up of all entire functions $f$ which are in $L^{p}$ when restricted to $\mathbf{R}$ and fullfill $|f(x+i y)| \leqslant$ $\sup _{u \in \mathbf{R}}|f(u)| e^{\beta|y|}, x+i y \in \mathbf{C}$. If a function belongs to the space $B_{\beta}^{p}$, it is called bandlimited to $[-\beta, \beta]$, since its (distributional) Fourier transform vanishes outside of $[-\beta, \beta]$. Bandlimited functions can be estimated with the help of several remarkable inequalities.

Lemma 2.1. Let $1 \leqslant p<\infty, \beta \geqslant 0$, and $f \in B_{\beta}^{p}$.
(a) (Korevaar's inequality)

$$
|f(z)| \leqslant C \cdot\|f\|_{p}(1+|y|)^{1 / p} e^{\beta|y|}(z=x+i y \in \mathbf{C})
$$

(b) (Bernstein's inequality) $\left\|f^{\prime}\right\|_{\rho} \leqslant \beta \cdot\|f\|_{p}$.

Proof. (a) See [11]. (b) Compare [14, p. 115].
In the calculations of this paper some formulas concerning the Gamma function are needed, namely the functional equation $\Gamma(z+1)=z \Gamma(z)$ $(z \in \mathbf{C} \backslash\{-n ; n \in \mathbf{N} \cup\{0\}\})$, the reflection formula $1 /(\Gamma(z) \Gamma(1-z))=$ $\pi^{-1} \sin \pi z, z \in \mathbf{C}$, and the estimates given in the following lemma.

Lemma 2.2. (a) Let $\alpha, \beta \in \mathbf{R}$ and $\eta>0$. Then there holds

$$
\left|\frac{\Gamma(z+\alpha)}{\Gamma(z+\beta)}\right| \sim|z|^{\alpha-\beta}
$$

on

$$
\{z=x+i y \in \mathbf{C} ;|z| \geqslant \eta,(x+\alpha) \geqslant \eta,(x+\beta) \geqslant \eta\} .
$$

(b) Let $a_{1}, a_{2}, b_{1}, b_{2} \in \mathbf{C}$ with $a_{1}+a_{2}-b_{1}-b_{2}=0$. Then

$$
\lim _{M \rightarrow \infty} \frac{\Gamma\left(M+a_{1}\right) \Gamma\left(M+a_{2}\right)}{\Gamma\left(M+b_{1}\right) \Gamma\left(M+b_{2}\right)}=1 .
$$

Proof. A partial proof can be found in [13], a detailed one is given in [8, pp. 11-14].

## 3. Estimates of canonical products

Definition 3.1. (a) A sequence $\{t\}=\left\{t_{n}\right\}_{n \in \mathcal{Z}}$ of real numbers is called a perturbed equidistant sequence (with respect to the sequence of integers), if there exists a constant $L \geqslant 0$ such that

$$
\left|t_{n}-n\right| \leqslant L \quad(n \in \mathbf{Z})
$$

(b) The canonical product with respect to a perturbed equidistant sequence $\{t\}$ is defined by

$$
G(z):=G(\{t\} ; z):=g\left(t_{0} ; z\right) \prod_{k=1}^{\infty} g\left(t_{k} ; z\right) g\left(t_{-k} ; z\right) \quad(z \in \mathbf{C}),
$$

where $g(s ; z):=1-z / s$, if $s \in \mathbf{R} \backslash\{0\}$ and $g(0 ; z):=z$.
Since $\left|g\left(t_{k} ; z\right) g\left(t_{-k} ; z\right)-1\right|=\mathscr{O}\left(k^{-2}\right)$ for large $k$, the product $G(z)$ is well defined and represents an entire function with zeros exactly at the points $t_{n}, n \in \mathbf{Z}$. The canonical product of Definition $3.1(\mathrm{~b})$ is closely related to the canonical product investigated in function theory [1, p. 18; 8, p.25]. In sampling theory, $G(z)$ is often defined with $z-t_{0}$ instead of $g\left(t_{0} ; z\right)$.

Proposition 3.1. Let $\{t\}$ be a perturbed equidistant sequence with $L<\frac{1}{2}$ and $t_{0}=0$. Then there are constants $C_{1}, C_{2}$ such that for all $z=x+i y \in \mathbf{C}$ with $|z|$ large,

$$
\begin{equation*}
C_{1} H_{1}(z) H_{2}(L ; z) \leqslant|G(z)| \leqslant C_{2} H_{1}(z) H_{2}(-L ; z), \tag{3.1}
\end{equation*}
$$

where

$$
\begin{gathered}
H_{1}(z):=e^{\pi|\cdot v|} \begin{cases}1, & |\mathscr{F}(z)|>1 \\
\prod_{k=N}^{N+2}\left|t_{k}-z\right|, & |\mathscr{F}(z)| \leqslant 1 \text { and } \mathscr{R}(z)>0, \\
\prod_{-N-2}^{-N}\left|t_{k}-z\right|, & |\mathscr{J}(z)| \leqslant 1 \text { and } \mathscr{R}(z)<0\end{cases} \\
H_{2}(d ; z):= \begin{cases}|z|^{-4 d}, & 0 \leqslant|\sin \theta| \leqslant \sin (\pi / 2|z|) \\
|z|^{-2 d}|\sin \theta|^{2 d}, & \sin (\pi / 2|z|)<|\sin \theta| \leqslant 1\end{cases}
\end{gathered}
$$

( $N=N(z)$ is a suitable index to be defined below, and $d=L,-L$, respectively).

Proof. To begin with, assume that $\theta=\operatorname{Arg} z \in[0, \pi / 2)$ and, say, $|z| \geqslant 4$. Defining, for those $z$,

$$
\begin{equation*}
N:=N(z):=\max \{n \in \mathbf{N} ; n+L \leqslant|z| / \cos \theta\}=\lfloor|z| / \cos \theta-L\rfloor, \tag{3.2}
\end{equation*}
$$

one has, in view of $t_{0}=0$ and $L<\frac{1}{2}$,

$$
\begin{aligned}
|G(z)|= & |z| \prod_{k=1}^{N-1}\left|1-\frac{z}{t_{k}}\right|\left|1-\frac{z}{t_{-k}}\right| \prod_{k=N}^{N+2} \frac{\left|t_{k}-z\right|}{\left|t_{k}\right|}\left|1-\frac{z}{t_{-k}}\right| \\
& \times \prod_{k=N+3}^{\infty}\left|1-\frac{z}{t_{k}}\right|\left|1-\frac{z}{t_{-k}}\right| .
\end{aligned}
$$

A straightforward calculation shows that $|g(s ; z)|=|1-z / s|, s \in \mathbf{R} \backslash\{0\}$, as function of $s$, decreases on $(0,|z| / \cos \theta)$ and increases everywhere else on $\mathbf{R} \backslash\{0\}$ (see [13, p. 56, Figure 2] for a geometric interpretation). Applying this fact and Definition 3.1(a), one obtains

$$
\begin{array}{cl}
\left|1+\frac{z}{k+L}\right| \leqslant\left|1-\frac{z}{t_{-k}}\right| \leqslant\left|1+\frac{z}{k-L}\right| & (k \in \mathbf{N}), \\
\left|1-\frac{z}{k+L}\right| \leqslant\left|1-\frac{z}{t_{k}}\right| \leqslant\left|1-\frac{z}{k-L}\right| & (1 \leqslant k<N), \\
\frac{1}{k+L} \leqslant \frac{1}{\left|t_{k}\right|} \leqslant \frac{1}{k-L} & (N \leqslant k \leqslant N+2), \\
\left|1-\frac{z}{k-L}\right| \leqslant\left|1-\frac{z}{t_{k}}\right| \leqslant\left|1-\frac{z}{k+L}\right| & (k>N+2) .
\end{array}
$$

Hence one deduces,

$$
\begin{gathered}
\prod_{k=N}^{N+2}\left|t_{k}-z\right| H(L ; z) \leqslant|G(z)| \leqslant \prod_{k=N}^{N+2}\left|t_{k}-z\right| H(-L ; z) \\
\quad(\theta \in[0, \pi / 2),|z| \geqslant 4), \\
H(d ; z):=|z| \prod_{k=1}^{N-1}\left|1-\frac{z}{k+d}\right|\left|1+\frac{z}{k+d}\right| \prod_{k=N}^{N+2} \frac{1}{k+d}\left|1+\frac{z}{k+d}\right| \\
\times \prod_{k=N+3}^{\infty}\left|1-\frac{z}{k-d}\right|\left|1+\frac{z}{k+d}\right| .
\end{gathered}
$$

By the functional equation of the gamma function, Lemma 2.2(b), and the
reflection formula, one has, provided $d \in[-L, L]$ and $z \neq k+d$ for all $k \in \mathbf{N}$,

$$
\begin{align*}
H(d ; z)= & \left\lvert\, z \prod_{k=1}^{N-1}(k+d-z) \prod_{k=1}^{N+2} \frac{k+d+z}{(k+d)^{2}}\right. \\
& \left.\times \lim _{M \rightarrow \infty} \prod_{k=N+3}^{\infty} \frac{(k-d-z)(k+d+z)}{(k-d)(k+d)} \right\rvert\, \\
= & \mid z \prod_{k=1}^{N-1}(k+d-z) \\
& \times \frac{\Gamma(N+3+d+z)(\Gamma(1+d))^{2} \Gamma(N+3-d)}{\Gamma(1+d+z)(\Gamma(N+3+d))^{2} \Gamma(N+3-d-z)} \\
& \times \frac{\Gamma(N+3+d)}{\Gamma(N+3+d+z)} \\
& \left.\lim _{M \rightarrow \infty} \frac{\Gamma(M+1-d-z) \Gamma(M+1+d+z)}{\Gamma(M+1-d) \Gamma(M+1+d)} \right\rvert\, \\
= & |z| \left\lvert\, \frac{\Gamma(N+d-z) \Gamma(z-d)}{\Gamma(1-(z-d)) \Gamma(z-d)}\right. \\
& \left.\times \frac{\Gamma(N+3+d) \Gamma(1+d+z) \Gamma(N+3-d-z)}{\Gamma(N+3-d) \Gamma^{2}(1+d)} \right\rvert\, \\
= & |z| \frac{\Gamma^{2}(1+d)\left|\frac{\Gamma(z-d)}{\Gamma(z+1+d)}\right|}{} \\
& \times\left|\frac{\Gamma(N+3-d)}{\Gamma(N+3+d)}\right|\left|\frac{\Gamma(N+3+d-z)}{\Gamma(N+3-d-z)}\right| \\
& \times\left|\frac{\sin \pi(z-d)}{\pi \Gamma \prod_{k=0}^{2}(N+k+d-z)}\right| \tag{3.3}
\end{align*}
$$

Formula (3.3) contains three quotients of gamma functions which can be estimated by help of Lemma 2.2(a); in fact,

$$
\begin{gathered}
\left|\frac{\Gamma(z-d)}{\Gamma(z+1+d)}\right|=\frac{1}{|z-d|}\left|\frac{\Gamma(z+1-d)}{\Gamma(z+1+d)}\right| \sim|z|^{-1-2 d}, \\
\left|\frac{\Gamma(N+3-d)}{\Gamma(N+3+d)}\right| \sim N^{-2 d}, \\
\left|\frac{\Gamma(N+3+d-z)}{\Gamma(N+3-d-z)}\right| \sim\left(N+3-L-\left.z\right|^{2 d} .\right.
\end{gathered}
$$

In view of (3.2), $N \sim|z| / \cos \theta$ and $N+L \leqslant|z| / \cos \theta<N+L+1$, which implies that $|z|=(N+L) \cos \theta+\xi_{1} \cos \theta$ for some $\xi_{1} \in[0,1)$. Thus, setting $\xi_{2}:=3-\xi_{1}-2 L$,

$$
\begin{aligned}
|N+3-L-z| & =\left|\frac{|z|}{\cos \theta}-L-\xi_{1}+3-L-|z|(\cos \theta+i \sin \theta)\right| \\
& =\sqrt{\left(\frac{|z|}{\cos \theta}+\xi_{2}-|z| \cos \theta\right)^{2}+(|z| \sin \theta)^{2}} \\
& =\sqrt{|z|^{2} \tan ^{2} \theta\left(1+2 \xi_{2} \frac{\cos \theta}{|z|}\right)+\xi_{2}^{2}}
\end{aligned}
$$

Note that $\xi_{2} \in(1,3],\left(1+2 \xi_{2} \cos \theta /|z|\right) \in(1,5 / 2)$. If $0 \leqslant \theta \leqslant \pi /(2|z|)$, then $\tan \theta=\sin \theta / \cos \theta \leqslant(\pi /(2|z|)) / \cos (\pi / 4) \leqslant \pi \xi_{2} /(\sqrt{2}|z|)$, and hence one has in this case $|z|^{2} \tan ^{2} \theta\left(1+2 \xi_{2} \cos \theta /|z|\right) \leqslant \frac{5}{4} \pi^{2} \xi_{2}^{2}$. But is $\pi /(2|z|)<\theta<\pi / 2$, then $\tan \theta \geqslant \sin \theta \geqslant 2 \theta / \pi \geqslant 2 \xi_{2} /(5|z|\}$, and $\xi_{2}^{2} \leqslant \frac{25}{9}|z|^{2} \tan ^{2} \theta\left(1+2 \xi_{2} \cos \theta /|z|\right)$. One obtains

$$
|N+3-L-z| \sim \begin{cases}\xi_{2} \sim 1, & 0 \leqslant \theta \leqslant \pi /(2|z|)  \tag{3.4}\\ |z| \tan \theta, & \pi /(2|z|)<\theta<\pi / 2\end{cases}
$$

and, as a consequence,

$$
\begin{gathered}
|z| \Gamma^{2}(1+d)\left|\frac{\Gamma(z-d)}{\Gamma(z+1+d)}\right|\left|\frac{\Gamma(N+3-d)}{\Gamma(N+3+d)}\right|\left|\frac{\Gamma(N+3+d-z)}{\Gamma(N+3-d-z)}\right| \\
\sim|z|^{-4 d}(\cos \theta)^{2 d} \begin{cases}1, & 0 \leqslant \theta \leqslant \pi /(2|z|) \\
|z|^{2 d}(\tan \theta)^{2 d}, & \pi /(2|z|)<\theta<\pi / 2\end{cases} \\
\\
\sim\left\{\begin{array}{ll}
|z|^{-4 d}, & 0 \leqslant \theta \leqslant \pi /(2|z|) \\
|z|^{-2 d}(\sin \theta)^{2 d}, & \pi /(2|z|)<\theta<\pi / 2
\end{array} \sim H_{2}(d ; z) .\right.
\end{gathered}
$$

It has still to be shown that

$$
\prod_{k=N}^{N+2}\left|t_{k}-z\right|\left|\frac{\sin \pi(z-d)}{\pi \prod_{k=0}^{2}(N+k+d-z)}\right| \sim H_{1}(z) .
$$

Let $\mathscr{F}(z)>1$. Then $|\sin (z-d)| \sim \exp (\pi y)$, since $|\sin \pi(z-d)|^{2}=$ $\sin ^{2} \pi(x-d)+\sinh ^{2} \pi y$ and $\sin ^{2} \pi(x-d) \in[0,1]$ as well as $\sinh ^{2} \pi y=$ $\left(1-e^{-2 \pi y}\right)^{2} \exp (2 \pi y) / 4 \sim e^{2 \pi y}$. In addition,

$$
\frac{\prod_{k=N}^{N+2}\left|t_{k}-z\right|}{\prod_{k=0}^{2}(N+k+d-z)}=\prod_{k=0}^{2}\left|\frac{(N-z)+\left(t_{N+k}-N\right)}{(N-z)+(k+d)}\right| \sim 1
$$

since $\left|t_{N+k}-N\right| \leqslant 2+L, \quad|k+d| \leqslant 2+L$ and $\quad\left|(N-z)+\left(t_{N+k}-N\right)\right| \geqslant$ $|\mathscr{J}(z)|>1,|(N-z)+k+d|>1$. Let $0 \leqslant \mathscr{J}(z) \leqslant 1$. Then

$$
\left|\frac{\sin \pi(z-d)}{\pi \prod_{k=0}^{2}(N+k+d-z)}\right|=\left|\frac{\sin \pi(z-N-d)}{\pi \prod_{k=0}^{2}(z-N-d-k)}\right| \sim 1
$$

since, on the one hand, $\sin \pi \omega /\left(\pi \prod_{k=0}^{2}(\omega-k)\right)$ is a nonvanishing, continuous function on $\left[-\frac{1}{3}, 2\right] \times[0,1]$ and, on the other hand, $\mathscr{R}(z-N-d) \in[-1 / 3,2], \mathscr{F}(z-N-d) \in[0,1]$, since $\mathscr{R}(z) \geqslant \sqrt{15}>3$, provided $\mathscr{J}(z) \in[0,1], \mathscr{R}(z)>0$ and $|z|>4$, and after plugging in (3.2),

$$
N+L-\frac{1}{3} \leqslant \mathscr{R}(z)=\frac{|z|}{\cos \theta}-\frac{\mathscr{J}^{2}(z)}{\mathscr{R}(z)} \leqslant N+L+1 .
$$

So far, inequality (3.1) is proved for all $z \in C$ with $|z| \geqslant 4, \theta \in[0, \pi / 2$ ) and $z \neq k \pm L$ for all $k \in \mathbf{N}$. The case $z=k \pm L$ can be settled by explicit calculation of $\prod_{k=1}^{N-1}$ in terms of factorials. The estimates on the upper part of the imaginary axis are very similar to those presented above except that there is no need to introduce an index $N$. To complete the proof, note the symmetry properties of $G$,

$$
\begin{aligned}
G(\{t\} ; \bar{z}) & =\overline{G(\{t\} ; z),} \\
G(\{t\} ;-z) & =-G\left(\left\{t^{*}\right\} ; z\right),
\end{aligned}
$$

where $t_{n}^{*}=-t_{-n}, n \in \mathbf{Z}$; evidently $\left|t_{n}^{*}-n\right| \leqslant L<\frac{1}{2}$ and $t_{0}^{*}=0$.
Remark 3.1. A much more detailed proof, which is also valid for certain other types of nonuniform sequences, is given in [8, pp. 29-51]. Parts of the above proof are due to Levinson [13, pp. 56-57]; the essential improvement of the results obtained by Levinson is the equivalence relation (3.4).

## 4. The Nonuniform Sampling Theorem

Definition 4.1. Let $\{t\}$ be a perturbed equidistant sequence with $L<1 / 2, t_{0}=0$, and $G$ the corresponding canonical product. The $n$th reconstruction function $\Psi_{n}, n \in \mathbf{Z}$, is given by

$$
\Psi_{n}(z):=\left\{\begin{array}{cc}
\frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)}, & z \in \mathrm{C} \backslash\left\{t_{n}\right\} \\
1, & z=t_{n} .
\end{array}\right.
$$

If $\{t\}$ is the sequence of integers, then $\Psi_{n}(z)=\operatorname{sinc}(z-n)$. Note that the choice of $\Psi_{n}\left(t_{n}\right)$ makes $\Psi_{n}$ an entire function with the "interpolatory property" $\Psi_{n}\left(t_{m}\right)=\delta_{n m}$ for $m, n \in \mathbf{Z}$.

Theorem 4.1. Let $\{t\}$ be a perturbed equidistant sequence, $t_{0}=0$ and $G$ the canonical product with respect to $\{t\}$. If $1 \leqslant p<\infty$ and

$$
L< \begin{cases}\frac{1}{4}, & 1 \leqslant p \leqslant 2  \tag{4.1}\\ 1 / 2 p, & 2 \leqslant p<\infty\end{cases}
$$

then for all $f \in B_{\pi}^{p}$,

$$
\begin{equation*}
f(z)=\sum_{n=-\infty}^{\infty} f\left(t_{n}\right) \Psi_{n}(z) \tag{4.2}
\end{equation*}
$$

uniformly on each bounded subset $B$ of the complex plane.
Proof. Consider the positively oriented Jordan curves $S_{l, m}$ defined by

$$
\begin{aligned}
S_{l, m}:= & \left\{R_{m} e^{i \theta} ;-\pi / 2<\theta<\pi / 2\right\} \cup\left[R_{m} i,-R_{-i} i\right] \\
& \cup\left\{-R_{-,} e^{i \theta} ; \pi / 2<\theta<3 \pi / 2\right\} \cup\left[R_{-i} i,-R_{m} i\right](m \in \mathbf{N} \cup\{0\}, l \in \mathbf{N}) .
\end{aligned}
$$

where $R_{n}=n+\frac{1}{2}, n \in \mathbf{Z}$, i.e., the contour $S_{l, m}$ consists of two semicircles with radii $R_{m},-R_{-1}$ and those parts of the imaginary axis which connect the endpoints of the semicircles. The numbers $R_{n}$ are chosen in such a way that $t_{n}<R_{n}<t_{n+1}, n \in \mathbf{Z}$, and $\left|R_{n}-t_{m}\right| \geqslant \frac{1}{2}-L$ for all $m, n \in \mathbf{Z}, m \neq n$.

An application of the residue theorem yields for all $l \in \mathbf{N}, m \in \mathbf{N} \cup\{0\}$ and $z \in \operatorname{int}\left(S_{l, m}\right)$ with $z \neq t_{n}, n \in \mathbf{Z}$,

$$
\begin{align*}
\varepsilon_{l, m}(z): & =\frac{G(z)}{2 \pi i} \int_{S_{l, m}} \frac{f(\zeta)}{G(\zeta)(\zeta-z)} d \zeta \\
= & G(z)\left(\operatorname{Res}\left(\frac{f(\cdot)}{G(\cdot)(\cdot-z)} ; z\right)\right. \\
& \left.+\sum_{\substack{n \text { such that } \\
R_{-1}<t_{n}<R_{m}}} \operatorname{Res}\left(\frac{f(\cdot)}{G(\cdot)(\cdot-z)} ; t_{n}\right)\right) \\
= & f(z)-\sum_{n=-1+1}^{m} f\left(t_{n}\right) \frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)} \tag{4.3}
\end{align*}
$$

The interpolatory property of the functions $\Psi_{n}$ implies that $f(z)=\sum_{n=-t+1}^{m} f\left(t_{n}\right) \Psi_{n}(z)$ simultaneously for all $z=t_{n}$ in $B$, provided $m$, $l$ are large enough. Thus, if $\varepsilon_{l, m}(z)$ vanishes uniformly on $B$ (which will
be shown in the rest of the proof), the assertion of the theorem is a consequence of (4.3).

By application of Lemma $2.1(\mathrm{a})$ and Proposition 3.1, it is possible to estimate $f(z)$ from above and $G(z)$ from below on the countours $S_{l, m}$. Indeed, for any $R>0, \theta \in(-\pi / 2, \pi / 2) \cup(\pi / 2,3 \pi / 2)$ and for any $y \in \mathbf{R}$, respectively, one has

$$
\begin{align*}
\left|f\left(R e^{i \theta}\right)\right| & \leqslant C\|f\|_{p}(1+|R \sin \theta|)^{-1 / p} e^{\pi|R \sin \theta|},  \tag{4.4}\\
|f(y i)| & \leqslant C\|f\|_{p}(1+|y|)^{-1 / p} e^{\pi|y|} . \tag{4.5}
\end{align*}
$$

If $\theta \in(-\pi / 2, \pi / 2) \cup(\pi / 2,3 \pi / 2)$ and $R$ is large enough

$$
\begin{align*}
\left|G\left(R e^{i \theta}\right)\right| \geqslant C H_{1}\left(R e^{i \theta}\right) & H_{2}\left(L ; R e^{i \theta}\right),  \tag{4.6}\\
H_{2}\left(L ; R e^{i \theta}\right) & = \begin{cases}R^{-4 L}, & 0 \leqslant|\sin \theta| \leqslant \sin (\pi / 2 R) \\
R^{-2 L}|\sin \theta|^{2 L}, & \sin \pi / 2 R<|\sin \theta| \leqslant 1 .\end{cases} \tag{4.7}
\end{align*}
$$

The growth behaviour of $H_{1}$ on the semicircles of the contours $S_{l, m}$ is given by

$$
\begin{align*}
H_{1}\left(R_{m} e^{i \theta}\right) \geqslant C e^{\pi\left|R_{n} \sin \theta\right|} & (m \in \mathbf{N} \text { large },-\pi / 2<\theta<\pi / 2),  \tag{4.8}\\
H_{1}\left(-R_{-1} e^{i \theta}\right) \leqslant C e^{\pi \mid R_{-} \sin \theta_{\mid}} & (l \in \mathbf{N} \text { large }, \pi / 2<\theta<3 \pi / 2) . \tag{4.9}
\end{align*}
$$

These inequalities are a consequence of the definition of $H_{1}$, given in Proposition 3.1; in fact, in case of $-\pi / 2<\theta<\pi / 2$ (the other case is analogous) one has, noting that $\mathscr{R}(z)>0, R_{m}>0, t_{N} \geqslant 0$,

$$
\prod_{k=N}^{N+2}\left|t_{k}-R_{m} e^{i \theta}\right| \geqslant \prod_{k=N}^{N+2}\left|t_{k}-R_{m}\right| \geqslant(1 / 2-L)^{3} .
$$

On the imaginary axis a corresponding estimate can be established provided $|y|$ is large enough, namely,

$$
\begin{equation*}
|G(y i)| \geqslant C e^{\pi|\cdot| \mid}|y|^{-2 L} . \tag{4.10}
\end{equation*}
$$

Now one can estimate the contour integral. Obvious substitutions lead to the representation

$$
\begin{aligned}
\varepsilon_{l, m}(z)= & \frac{G(z)}{2 \pi i}\left\{\int_{-\pi / 2}^{\pi / 2} \frac{f\left(R_{m} e^{i \theta}\right) i R_{m} e^{i \theta}}{G\left(R_{m} e^{i \theta}\right)\left(R_{m} e^{i \theta}-z\right)} d \theta\right. \\
& +\int_{R_{m}}^{-R_{-1}} \frac{f(y i) i}{G(y i)(y i-z)} d y+\int_{\pi / 2}^{3 \pi / 2} \frac{f\left(-R_{-,} e^{i \theta}\right)\left(-i R_{-1}\right) e^{i \theta}}{G\left(-R_{-i} e^{i \theta}\right)\left(-R_{-1} e^{i \theta}-z\right)} d \theta \\
& \left.+\int_{R_{-1}}^{-R_{m}} \frac{f(y i) i}{G(y i)(y i-z)} d y\right\} .
\end{aligned}
$$

Assuming that $z \in B$ and $l, m$ are large, $\left|R_{m} e^{i \theta}-z\right| \geqslant\left|\left|R_{m}\right|-|z|\right| \geqslant$ $R_{m}-\sup _{z \in B}|z| \geqslant C R_{m}$, and likewise $\left|-R_{-,} e^{i \theta}-z\right| \geqslant C\left|R_{-}\right|$. Thus one obtains, applying (4.4)-(4.10),

$$
\begin{align*}
& \left|\delta_{l . m}(z)\right| \leqslant C\|f\|_{p}\left[R_{m}^{4 L} \int_{\pi /\left(2 R_{m}\right)}^{\pi /\left(2 R_{m}\right)}\left(1+\left|R_{m} \sin \theta\right|\right)^{1 / p} d \theta\right. \\
& +R_{m}^{2 L}\left\{\int_{\pi / 2}^{\left.\pi / 2 R_{m}\right)}+\int_{\pi /\left(2 R_{m}\right)}^{\pi / 2}\right\} \frac{\left(1+\left|R_{m} \sin \theta\right|\right)^{-1 / p}}{|\sin \theta|^{2 L}} d \theta \\
& +\left|R_{-\mid}\right|^{4 L} \int_{\pi+\pi /(2 R-i)}^{\pi-\pi(2 R-1)}\left(1+\left|R_{-l} \sin \theta\right|\right)^{-1 / p} d \theta \\
& +\left|R_{-1}\right|^{2 L}\left\{\int_{\pi / 2}^{\pi+\pi /(2 R \quad)}+\int_{\pi / \pi /\left(2 R_{-1}\right)}^{3 \pi / 2}\right\} \frac{\left(1+\left|R_{-l} \sin \theta\right|\right)^{-1 / R}}{|\sin \theta|^{2 L}} d \theta \\
& \left.+\left\{\int_{\min \left\{R_{m},-R_{-1\}}\right\}}^{\max \left\{R_{m},-R_{-1}\right\}}+\int_{\min \left\{R_{,}, \cdots R_{m}\right\}}^{\max \left\{R_{-1}, \cdots R_{m}\right\}}\right\} \frac{(1+|y|)^{-1 / p}}{|y|^{1-2 L}} d y\right] \\
& \leqslant C\|f\|_{p}\left\{R_{m}^{4 L-1}+\left|R_{-,}\right|^{4 L \cdot-1}\right\}  \tag{4.11}\\
& +C\|f\|_{p}\left\{\begin{array}{c}
R_{m}^{4 L-1}+\left|R_{-\lambda}\right|^{4 L-1}, \\
2 L+1 / p>1 \\
R_{m}^{4 L-1} \log R_{m}+\left|R_{-i}\right|^{4 L-1} \log \left|R_{-i}\right|, \\
2 L+1 / p=1 \\
R_{m}^{2 L-1 / p}+\left|R_{-\lambda}\right|^{2 L-1 / p}, \\
2 L+1 / p<1
\end{array}\right.  \tag{4.12}\\
& +C\|f\|_{\rho} \int_{\min \left\{R_{m},-R_{-1}\right\}}^{\infty}|y|^{-1+(2 L-1 / \rho)} d y . \tag{4.13}
\end{align*}
$$

The expressions (4.11)-(4.13) become arbitrarily small as $m, l \rightarrow \infty$, since $L<\frac{1}{4}$ and $L<1 /(2 p)$ (i.e., $\left.2 L-1 / p<0\right)$; in particular, all the terms in (4.12) vanish if and only if both conditions are fulfilled. Thus, $\varepsilon_{\ell, m}(z)$ tends to zero uniformly if $l, m \rightarrow 0$. This completes the proof.

Remark 4.1. Theorem 4.1 contains a uniqueness criterion for bandlimited functions, namely, let $\{t\}$ and $p$ be given as in Theorem 4.1, and assume that $f_{1}, f_{2} \in B_{n}^{p}$ such that $f_{1}\left(t_{n}\right)=f_{2}\left(t_{n}\right), n \in \mathbf{Z}$. Then $f_{1} \equiv f_{2}$ (on $\mathbf{C}$ ). For other uniqueness criteria for entire functions see, e.g., [2].

Remark 4.2. The assumption (4.1) may be weakened to the effect that $\{t\}$ is a strictly increasing sequence with $t_{0}=0$ and

$$
\left|t_{n}-n\right| \leqslant \min \left\{\frac{1}{2 p}, \frac{1}{4}\right\} \quad\left(|n| \geqslant n_{0}\right)
$$

for a suitable $n_{0} \in \mathbf{N}$ (see [8] for details). An important example are sequences which approach the integers (i.e., $\left.\left|t_{n}-n\right|=o(1),|n| \rightarrow \infty\right)$, arising quite naturally, e.g., from Sturm-Liouville boundary value problems (cf. [18]). Here it is sometimes even possible to express the reconstruction functions in terms of well known standard functions (cf. $[3,6,18]$ ).

The proof of Theorem 4.1 gives rise to an estimate of the so-called truncation error.

Corollary 4.1. Let $\left(T_{n} f\right)(z)$ denote the truncation error, i.e.,

$$
\left(T_{n} f\right)(z):=f(z)-\sum_{n=-N}^{N} f\left(t_{n}\right) \Psi_{n}(z) .
$$

Under the same assumptions as made in Theorem 4.1, B denoting an arbitrary bounded subset of $\mathbf{C}$, thereholds

$$
\sup _{z \in B}\left|\left(T_{n} f\right)(z)\right| \leqslant C \cdot\|f\|_{p} \begin{cases}N^{4 L-1}, & p<1 /(1-2 L) \\ N^{4 L-1} \log N, & p=1 /(1-2 L) \\ N^{2 L-1 / p}, & p>1 /(1-2 L)\end{cases}
$$

Proof. The estimate follows from (4.3) together with (4.11)-(4.13), noting that $R_{n}=n+\frac{1}{2}$ and that $1-4 L>1 / p-2 L$ if and only if $p>1 /(1-2 L)$.

## 5. Absolute Convergence

In some applications as, e.g., the generalization of the sampling theorem to more than one dimension (cf. [4]), it is important that the cardinal series is absolutely and hence unconditionally convergent. This cannot be concluded from Theorem 4.1; another method of proof has to be chosen. To start with, an inequality, given by Nikol'skii in the case of the uniform knots [14, pp. 123-124], will be generalized to a class of nonuniform sampling sequences which contains all the perturbed equidistant sequences with $L<\frac{1}{2}$.

Theorem 5.1. Let $1 \leqslant p<\infty$, and let $\{t\}$ be a sequence such that

$$
0<\delta \leqslant \delta_{n}:=t_{n+1}-t_{n} \leqslant L<\infty \quad(n \in \mathbf{Z})
$$

for suitable constants $\delta, L$. Then, for all $f \in B_{\pi}^{p}$,

$$
\begin{equation*}
L^{-1 / p}\|f\|_{p} \leqslant \sup _{x \in \mathbf{R}}\left(\sum_{n=-\infty}^{\infty}\left|f\left(t_{n}-x\right)\right|^{p}\right)^{1 / p} \leqslant \delta^{-1 / p}(1+L \pi)\|f\|_{p} \tag{5.1}
\end{equation*}
$$

Proof. Applying the monotone convergence theorem, one obtains

$$
\begin{aligned}
\int_{-\infty}^{\infty} & |f(u)|^{p} d u \\
& =\sum_{n=-\infty}^{\infty} \int_{0}^{\delta_{n-1}}\left|f\left(t_{n}-x\right)\right|^{p} d x \leqslant \sum_{n=-\infty}^{\infty} \int_{0}^{L}\left|f\left(t_{n}-x\right)\right|^{p} d x \\
& =\int_{0}^{L} \sum_{n=-\infty}^{\infty}\left|f\left(t_{n}-x\right)\right|^{p} d x \leqslant L \cdot \sup _{x \in \mathbf{R}} \sum_{n=-\infty}^{\infty}\left|f\left(t_{n}-x\right)\right|^{p} .
\end{aligned}
$$

This establishes the left inequality in (5.1). In view of the mean value theorem and the monotone convergence theorem,

$$
\begin{equation*}
\int_{-\infty}^{\infty}|f(x)|^{p} d x=\sum_{n=-\infty}^{\infty} \int_{t_{n}}^{t_{n+1}}|f(x)|^{p} d x=\sum_{n=-\infty}^{\infty} \delta_{n}\left|f\left(\xi_{n}\right)\right|^{p} \tag{5.2}
\end{equation*}
$$

for a certain sequence $\{\xi\}$ with $t_{n}<\xi_{n}<t_{n+1}, n \in \mathbf{Z}$. By Hölder's inequality, one has for $1<p<\infty$ ( $q$ denoting the conjugate index $)$

$$
\begin{aligned}
& \delta_{n}\left|\int_{t_{n}}^{\xi_{n}} f^{\prime}(x) d x\right|^{p} \\
& \quad \leqslant \delta_{n}\left(\int_{t_{n}}^{i_{n+1}}\left|f^{\prime}(x)\right| d x\right)^{p} \\
& \quad \leqslant \delta_{n}\left(\int_{t_{n}}^{t_{n+1}}\left|f^{\prime}(x)\right|^{p} d x\right) \delta_{n}^{p / q}=\delta_{n}^{p} \int_{t_{n}}^{t_{n+1}}\left|f^{\prime}(x)\right|^{p} d x .
\end{aligned}
$$

Of course, this inequality is also true for $p=1$. Using it, together with the fundamental theorem of the calculus, the monotone convergence theorem and Bernstein's inequality, one can conclude

$$
\begin{align*}
&\left(\sum_{n=-\infty}^{\infty} \delta_{n}\left|f\left(\xi_{n}\right)-f\left(t_{n}\right)\right|^{p}\right)^{1 / p} \\
&=\left(\sum_{n=-\infty}^{\infty} \delta_{n}\left|\int_{t_{n}}^{\xi_{n}} f^{\prime}(x) d x\right|^{p}\right)^{1 / p} \leqslant\left(\sum_{n=-\infty}^{\infty} \delta_{n}^{p} \int_{I_{n}}^{t_{n+1}}\left|f^{\prime}(x)\right|^{p} d x\right)^{1 / p} \\
& \quad \leqslant\left(\sum_{n=-\infty}^{\infty} L^{p} \int_{t_{n}}^{t_{n+1}}\left|f^{\prime}(x)\right|^{p} d x\right)^{1 / p} \\
& \quad=L\left\|f^{\prime}\right\|_{p} \leqslant L \pi\|f\|_{p} \tag{5.3}
\end{align*}
$$

The formulas (5.2) and (5.3) mean that $\left\{\delta_{n}^{1 / p} f\left(\xi_{n}\right)\right\}_{n \in \mathbf{Z}},\left\{\delta_{n}^{1 / p} f\left(\xi_{n}\right)\right.$ $\left.\delta_{n}^{1 / p} f\left(t_{n}\right)\right\}_{n \in \mathbf{Z}} \in l^{p}$; hence $\left\{\delta_{n}^{1 / p} f\left(t_{n}\right)\right\}_{n \in \mathbf{Z}} \in l^{p}$ and

$$
\begin{aligned}
\left(\sum_{n=-\infty}^{\infty}\left|f\left(t_{n}\right)\right|^{p}\right)^{1 / p} & \leqslant\left(\left.\sum_{n=-\infty}^{\infty} \frac{\delta_{n}}{\delta} \right\rvert\, f\left(\left.t_{n}\right|^{p}\right)^{1 / p}\right. \\
& \leqslant \delta^{-1 / p}\left\{\left(\sum_{n=-\infty}^{\infty} \delta_{n}\left|f\left(\xi_{n}\right)-f\left(t_{n}\right)\right|^{p}\right)^{1 / p}+\|f\|_{p}\right\} \\
& \leqslant \delta^{-1 / p}(1+L \sigma)\|f\|_{p} .
\end{aligned}
$$

The right inequality in (5.1) follows, noting that the above argument remains valid if the sequence $\{t\}$ is replaced by any of the sequences $\left\{t_{n}-x\right\}_{n \in \mathbf{Z}}, x \in \mathbf{R}$.

Remark 5.1. Any perturbed equidistant sequence $\{t\}$ with $\left|t_{n}-n\right| \leqslant$ $L<\frac{1}{2}, \quad n \in \mathbf{Z}$ satisfies the assumption of Theorem 5.1 since $0<1-2 L$ $\leqslant t_{n+1}-t_{n} \leqslant 1+2 L$.

Theorem 5.2. Let $1 \leqslant p<\infty,\{t\}$ be a perturbed equidistant sequence with $t_{0}=0$, and

$$
\begin{array}{ll}
L \leqslant \frac{1}{4}, & p=1 \\
L<1 / 4 p, & 1<p<\infty
\end{array}
$$

Then for all $f \in B_{\pi}^{p}$ the series

$$
\sum_{n=-\infty}^{\infty}\left|f\left(t_{n}\right) \frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)}\right|
$$

converges uniformly on each bounded subset of $\mathbf{C}$.
Proof. If $B$ denotes an arbitrary bounded subset of $C, C_{B}:=\sup _{x \in B}|z|$, and if $n_{0} \in \mathbf{N}$ is suitably chosen, one has

$$
\begin{array}{ll}
\left|z-t_{n}\right| \geqslant C \cdot|n| & \left(|n| \geqslant n_{0}, z \in B\right), \\
\left|G^{\prime}\left(t_{n}\right)\right| \geqslant C \cdot|n|^{-4 L} & \left(|n| \geqslant n_{0}\right), \\
|G(z)| \leqslant C & (z \in B) . \tag{5.6}
\end{array}
$$

Inequality (5.4) holds with $n_{0} \geqslant 2 C_{B}+\frac{1}{2}$, noting that $\left|z-t_{n}\right| \geqslant\left|t_{n}\right|-C_{B} \geqslant$ $\left|t_{n}\right| / 2$. As to (5.5), in view of the symmetry properties of $G$ it is no loss of
generality to assume that $n$ is positive. Noting that $N(z)=n$ in the interval $I_{n}:=(n-L, n+L)$ and that $t_{n}$ is a cluster point of $I_{n}$, one obtains, taking into account the estimate of $G(z)$ from below given in Proposition 3.1

$$
\begin{aligned}
\left|G^{\prime}\left(t_{n}\right)\right| & =\lim _{\substack{x \rightarrow t_{n} \\
\text { within } I_{n}}}\left|\frac{G(x)}{x-t_{n}}\right| \geqslant \underset{\substack{x \rightarrow t_{n} \\
\text { within } I_{n}}}{\liminf } x^{-4 L}\left(t_{n+1}-x\right)\left(t_{n+2}-x\right) \\
& \geqslant(1-2 L)(2-2 L)\left|t_{n}\right|^{-4 L} \geqslant C \cdot|n|^{-4 L} .
\end{aligned}
$$

Inequality (5.6) is an immediate consequence of the fact that $G(z)$ is entire, hence continuous.

Let $m>l \geqslant n_{0}$. By Hölder's inequality (with $q$ as conjugate index of $p$ ), (5.4)-(5.6) and Theorem 5.1,

$$
\begin{aligned}
& R_{l, m}(z):=\sum_{1 \leqslant|n| \leqslant m}\left|f\left(t_{n}\right) \frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)}\right| \\
& \leqslant \begin{cases}\sum_{1 \leqslant|n| \leqslant m}\left|f\left(t_{n}\right)\right| \sup _{1 \leqslant|n| \leqslant m}\left|\frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)}\right|, & p=1 \\
\left(\sum_{t \leqslant|n| \leqslant m}\left|f\left(t_{n}\right)\right|^{p}\right)^{1 / p}\left(\sum_{t \leqslant|n| \leqslant m}\left|\frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)}\right|^{q}\right)^{1 / q}, & 1<p<\infty\end{cases} \\
& \leqslant \begin{cases}C \sum_{1 \leqslant|n| \leqslant m 1}\left|f\left(t_{n}\right)\right| \sup _{|n| \geqslant n_{0}}\left\{|n|^{4 L-1}\right\}, & p=1 \\
C \mid f \|_{p}\left(\sum_{l \leqslant|n| \leqslant m}|n|^{(4 L-1) q}\right)^{1 / q}, & 1<p<\infty .\end{cases}
\end{aligned}
$$

In case of $p=1, \sum_{l \leqslant|n| \leqslant m}\left|f\left(t_{n}\right)\right|$ vanishes as $l \rightarrow \infty$, since $\left\{f\left(t_{n}\right)\right\}_{n \in \mathbf{Z}} \in l^{1}$ by Nikol'skiī's inequality. The second factor $\sup _{|n| \geqslant n_{0}}|n|^{4 L-1}$ is bounded whenever $L \leqslant \frac{1}{4}$. If $1<p<\infty$ and $L<1 / 4 p$, then $(4 L-1) q<(1 / p-1) q=$ $-q / q=-1$ and $\sum_{l \leqslant|n| \leqslant m}|n|^{(4 L-1) q}$ becomes arbitrarily small with $l$ tending to infinity. Thus $R_{l, m}(z)$ vanishes uniformly on $B$ as $l \rightarrow \infty$. By Cauchy's convergence criterion, this proves the assertion of the theorem.

## 6. Modifications and Generalizations

This section contains two variants and a far-reaching generalization of Theorem 4.1. The variants deal with derivative sampling and with oversampling.

Theorem 6.1 (Derivative Sampling). Let $r \in \mathbf{N},\{t\}$ be a perturbed equidistant sequence with $t_{0}=0$, and $G$ the canonical product with respect to $\{t\}$. If $1 \leqslant p<\infty$ and

$$
L< \begin{cases}\frac{1}{4(r+1)}, & 1 \leqslant p \leqslant 2 \\ \frac{1}{2 p(r+1)}, & 2 \leqslant p<\infty\end{cases}
$$

there holds for all $f \in B_{\pi(r+1)}^{p}$, uniformly on each bounded subset of $\mathbf{C}$,

$$
\begin{align*}
f(z) & =\sum_{n=-\infty}^{\infty} \sum_{i=0}^{r} f^{(i)}\left(t_{n}\right) \psi_{r, n, i}(z)  \tag{6.1}\\
\psi_{r, n, i}(z) & :=\sum_{\mu=0}^{r-i} \frac{G^{r+1}(z)}{\left(z-t_{n}\right)^{\mu+1}} \frac{\left\{\left(\left(\cdot-t_{n}\right) / G(\cdot)\right)^{r+1}\right\}^{(r-i-\mu)}\left(t_{n}\right)}{i!(r-i-\mu)!} .
\end{align*}
$$

Proof. With $S_{l, m}$ as in the proof of Theorem 4.1, define

$$
\varepsilon_{l, m}^{(r)}(z):=\frac{G^{r+1}(z)}{2 \pi i} \int_{S_{l, m}} \frac{f(\zeta)}{G^{r+1}(\zeta)(\zeta-z)} d \zeta .
$$

Plugging in Korevaar's inequality to estimate $f \in B_{\pi(r+1)}^{P}$ from above and Proposition 3.1 for a lower bound $G^{r+1}$ one obtains, on the one hand, arguing as in the proof of Theorem 4.1, that $\varepsilon_{l \cdot m}^{(r)}(z) \rightarrow 0, l, m \rightarrow \infty$ uniformly on each bounded subset of $\mathbf{C}$. On the other hand, one calculates for $z \in \operatorname{int}\left(S_{l, m}\right)$ and $z \neq t_{n}, n \in \mathbf{Z}$,

$$
\begin{aligned}
\varepsilon_{l, m}^{(r)}(z) & =f(z)-\sum_{n=-1+1}^{m} G^{r+1}(z) \operatorname{Res}\left(\frac{f(\cdot)}{G^{r+1}(\cdot)(z-\cdot)} ; t_{n}\right) \\
& =f(z)-\left.\sum_{n=-l+1}^{m} \frac{G^{r+1}(z)}{r!}\left(f(\zeta)(z-\zeta)^{-1}\left(\frac{\zeta-t_{n}}{G(\zeta)}\right)^{r+1}\right)^{(r)}\right|_{\zeta=t_{n}}
\end{aligned}
$$

and (6.1) follows by double application of Leibniz' rule, noting that $d^{\mu} / d \zeta^{\mu}\left((z-\zeta)^{-1}\right)=\mu!(z-\zeta)^{-1-\mu}$.

Example 6.1. If $r=1$, the function $f$ is reconstructed from the values of $f$ and $f^{\prime}$ at the knots $t_{n}, n \in \mathbf{Z}$, and

$$
\begin{aligned}
& \psi_{1, n, 1}(z)=\frac{G^{2}(z)}{\left(G^{\prime}\left(t_{n}\right)\right)^{2}\left(z-t_{n}\right)} \\
& \psi_{1, n, 0}(z)=\Psi_{1, n, 1}(z)\left\{\frac{1}{z-t_{n}}-\frac{G^{\prime \prime}\left(t_{n}\right)}{G^{\prime}\left(t_{n}\right)}\right\} .
\end{aligned}
$$

Remark 6.1. Higgins has established a similar result [7]; however, he needs to assume that $1<p \leqslant 2$ and $L<1 / 4 p(r+1)$.

Theorem 6.2. (Oversampling). Let $\{t\}$ be a perturbed equidistant sequence with $t_{0}=0$, and let $G$ be the canonical product with respect to $\{t\}$. If $L<\frac{1}{4}, 1 \leqslant p \leqslant \infty$, and $f \in B_{\beta}^{p}$ for some $\beta<\pi$, then

$$
\begin{equation*}
f(z)=\sum_{n=}^{\infty} f\left(t_{n}\right) \frac{G(z)}{G^{\prime}\left(t_{n}\right)\left(z-t_{n}\right)} \tag{6.2}
\end{equation*}
$$

uniformly on each bounded subset of $\mathbf{C}$.
Proof. This sampling theorem can be proved in the same way as Theorem 4.1. The proof is omitted here since Seip [15] and Higgins [7] obtained the same result in this case (although their estimate of $G$ was less precise).

Remark 6.2. The assumption " $L<\frac{1}{4}$ " in Theorem 6.2 is due to the convergence properties of the series (6.2). One can show (cf. [9, 8]) that the series (6.2) does not converge for arbitrary $L$. Nevertheless, the functions $f \in B_{\beta}^{p}, \beta<\pi$ are always uniquely determined by the sequence $\left\{f\left(t_{n}\right)\right\}_{n \in \boldsymbol{Z}}$, provided $\{t\}$ is a perturbed equidistant sequence with respect to the integers (see [8]).

All sequences known so far that give rise to a (nonuniform) sampling series are perturbed equidistant sequences (with respect to some equidistant sequence). However, sometimes the characterization $\left|t_{n}-n\right| \leqslant L$ is not precise enough; e.g., it does not show whether $\left|t_{n}\right|<|n|$, or whether there are subsequences $\left\{t_{n_{j}}\right\}_{j \in \mathbf{Z}}$ that fulfill a condition of type $\left|t_{n_{j}}-n_{j}\right| \leqslant L_{1}<L$. In [8], a different way of describing nonuniform sequences is chosen. The following theorem states the main results of this study; it generalizes the results presented here.

Theorem 6.3. For $\tau \in \mathbf{R}, \quad \sigma>0, \quad D \in \mathbf{R}$, and $\Delta \geqslant 0$ let $\operatorname{pes}(\{\tau+\sigma\{\mathbf{Z}\}\} ; D, \Delta)$ denote the space of all sequences with

$$
\begin{array}{rlrl}
\tau+\sigma n-\sigma D & \leqslant t_{n} \leqslant \tau+\sigma n-\sigma(D-\Delta), & & n \leqslant-J \\
\tau+\sigma n+\sigma(D-\Delta) \leqslant t_{n} \leqslant \tau+\sigma n+\sigma D, & & n \geqslant J
\end{array}
$$

for some $J \in \mathbf{N}$. Let $K \in \mathbf{N}$ and assume that $\{t\}$ is a sequence that can be constructed by merging suitable sequences $\left\{t_{1}\right\}, \ldots,\left\{t_{\kappa}\right\}$ with $\left\{t_{i}\right\} \in$ $\operatorname{pes}\left(\left\{\tau_{j}+\sigma_{j}\{\mathbf{Z}\}\right\} ; D_{j}, \Delta_{j}\right)(1 \leqslant j \leqslant K)$. Let $W:=\sum_{j=1}^{K} \sigma_{j}^{-1}$, let $G(z)$ be the canonical product with respect to $\{t\}$ and let $\{s\}=\left\{s_{n}\right\}_{n \in \mathbf{Z}}$ be the sequence of zeros of $G$.

If $1 \leqslant p \leqslant \infty$ and
(i) $\sum_{j=1}^{K}\left(2 D_{j}+A_{j}\right)<1$,
(ii) $\sum_{j=1}^{K} D_{j}<1 / 2 p(:=0$, if $p=\infty)$,
then there is a strictly increasing sequence $\left\{R_{m}\right\}_{m \in \mathbf{Z}}$ with $\lim _{m \rightarrow \pm \times} R_{m}=$ $\pm \infty$, such that for all $f \in B_{\pi U^{p}}^{p}$,

$$
f(z)=\lim _{\substack{l \rightarrow \infty \\
m \rightarrow x_{\begin{subarray}{c}{ } }}}\end{subarray}} \sum_{\substack{n \text { with } \\
-1<s_{n}<R_{m}}} G(z) \operatorname{Res}\left(\frac{f(\cdot)}{G(\cdot)(z-\cdot)} ; s_{n}\right)
$$

uniformly on $B \backslash\left\{s_{n} ; n \in \mathbf{Z}\right\}$, where $B$ is an arbitrary bounded subset of $\mathbf{C}$.
Proof. [8, pp. 56-61]. See also [9,3].
Remark 6.3. If $\{t\}$ is defined as in Theorem 6.3, there may be members of $\{t\}$ that occur several times. Then $G$ has a zero of corresponding multiplicity. It is always possible to express the residues in terms of derivative values of $f$ and $G$, but then the corresponding formulas are rather unhandy. Theorem 6.3 can be interpreted as a generalization of Hermite's interpolation formula to the situation of infinitely many knots.

## Acknowledgments

The author thanks Professor P. L. Butzer and Professor R. L. Stens for their support in finishing his doctoral thesis and the present paper.

## Referfences

1. R. P. Boas, Jr.,"Entire Functions," Academic Press, New York, 1954.
2. R. Brück, Identitätssätze für ganze Funktionen vom Exponentialtyp, Mitt. Math. Sem. Giessen 168 (1984).
3. P. L. Butzer and G. Hinsen, Reconstruction of bounded signals from pseudo-periodic, irregularly spaced samples, Signal Process 17 (1989), 1-17.
4. P. L. Butzer and G. Hinsen, Two-dimensional nonuniform sampling expansions-An iterative approach. I. Theory of two-dimensional bandlimited signals. II. Reconstruction formulae and applications, Appl. Anal. 32 (1989), 53-67, 69-85.
5. P. L. Butzer, W. Splettstösser. and R. L. Stens. The sampling theorem and linear prediction in signal analysis, Jahresher. Deutsch. Math. Verein. 90 (1988), 1-70.
6. J. R. Higgins, A sampling theorem for irregularly spaced sample points, IEEE Trans. Inform. Theory IT-22 (1976), 631-622.
7. J. R. Higgins, Sampling theorems and the contour integral method, Appl. Anal. 41 (1991), 155-168.
8. G. Hinsen, "Abtastsätze mit unregelmäßigen Stützstellen: Rekonstruktionsformeln. Konvergenzaussagen und Fehlerbetrachtungen," Doctoral thesis, R WTH Aachen, 1991.
9. G. Hinsen, Explicit irregular sampling formulas, J. Comp. Appl. Math. 40 (1992), 177-198.
10. G. Hinsen and D. Klösters, The sampling series as a limiting case of Lagrange interpolation, Appl. Anal., to appear.
11. J. Korevaar, An inequality for entire functions of exponential type, Nieuw Arch. Wisk. 2, No. 23 (1949/1951).
12. V. A. Kotel"nikov, On the carrying capacity of "ether" and wire in electrocommunications, in "Material for the First All-Union Conference on Questions of Communications," Izd. Red. Upr, Svyazi RKKA, Moscow, 1933. [Russian]
13. N. Levinson, Gap and density theorems, in "American Math. Soc. Colloq. Publ.," Vol. 26, Amer. Math. Soc., New York, 1940.
14. S. M. Nikol'skil̆, "Approximation of Functions of Several Variables and Imbedding Theorems," Springer-Verlag, Berlin/Heidelberg/New York, 1975.
15. K. Seip. An irregular sampling theorem for functions bandlimited in a generalized sense, S/AM J. Appl. Math. 47 (1987), 1112-1116.
16. C. E. Shannon, Communication in the presence of noise, Proc. IRE 37 (1949), 10-21.
17. E. T. Whittaker, On the functions which are represented by the expansion of the interpolation theory, Proc. Roy. Soc. Edinburgh 35 (1915), 181-194.
18. A. I. Zayed, G. Hinsen, and P. L. Butzer, On Lagrange interpolation and Kramer-type sampling theorems associated with Sturm-Liouville problems, SIAM J. Appl. Math. 50 (1990), 893-909.
